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Data Analysis: Volume, Variety, Liveliness Data-intensive Sciences: A Data Volume Generator Problem 

Challenge:  
     What to store and where? 

Deployment Analysis 

Cold Storage Challenges 

Active Archive—Polystore 

Genomics 
Physics 

Earth Observation 
Radio Astronomy, etc. 

Recent emerged opportunity: 
   Cold-storage-as-a-service 

• Highlight key workload characteristics of scientific data storage 
• Describe design trade-offs in building cold data storage systems for scientific data archival 
• Explore deployment trade-offs with respect to migration to the public cloud 

Our contribution 

Storage 
(GB/Month) 

Retrieval 
(per GB) 

GET Requests 
(per 10,000) 

Latency 

Azure Archival Blob (deep) $0.0045 $0.02 $0.5 Several hours 

Azure Cool Blob (nearline)  $0.0334 $0.01 $0.01 61.4 ms 

Azure Hot Blob (online) $0.0422 $0 $0.004 5.3 ms 

Storage versus Retrieval cost 
• Main implications for deploying scientific applications in public cloud 

• 1 PB scientific archive  
• Stored for 1 year 
• Read once during that year 

Cost 

Azure Archival Blob $79K 

Azure Cool Blob $430K 

Azure Hot Blob $531K 

For  
     <10% moving-out overhead  
Then 
     >40 months storage 
 

Once migrated to one provider 

• Not easy to return in-house, and/or  

• Move to another provider 

 

 

ColdBench: Towards  a cold storage benchmark Provisioning & Configuration Archive Profiling & Monitoring 

ECFS MARS D-SDA LOFAR 

Total volume 14.8 PB 37.9 PB  15 PB 13 PB 

Different file size distributions 
• Example: Main D-SDA product library  

11.3 PB    24.9 PB 
  (76%)       (80%) 

Never read files 

weather 
forecast earth 

observation 

radio 
astronomy 

Active archive vs Static archive boundary: Important! 

Application domains 

Active archive migration 
• Storage no longer the unique cost 

+ 

Archival blob store case 
• Retrieval: 30% of the overall costs 

Storage versus Retrieval 

Migration overhead 

Use case 

Tiered cold storage archive 

data 

metadata 

POSIX interface 

algorithm/s 

query language/s 

multi-level cache/s 

other.. 

Interesting candidate for adopting 
polystore architecture 

simulation 

advisory 

benchmarking 

profiling 

configuration 

monitoring 

other... 

Mandatory to having   
multiple tools 

Current design of our ColdBench framework Full system monitoring exploration 
concurrently with data archive design 

Current methodologies, inappropriate and 
time-consuming due to 
• Complexity 
• Privacy 

1+ copy in cloud local 1st copy 

local 
data retrieval 

local data scrubbing future migrations  
from a local copy 


